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Phys. Today 2020 Letter 1

he article by Paul Davies (PHYSICS

ToDAYy, August 2020, page 34) ad-

dresses the importance of information
theory in biological systems. As pointed
out by Erwin Schrodinger, biological sys-
tems gain negative entropy from food and
have tremendously less entropy than
physical or thermodynamical systems.

Let me quantify that statement. Claude
Shannon showed that the entropy in
information theory is related to a ther-
modynamical system through -k;Nlnp,
where k; is the Boltzmann constant, p is
the probability of a given state, and N is
the state’s number of degrees of freedom.’
The fact that a biological system has huge
negative entropy can be explained sim-
ply by considering N.




Phys. Today 2020 Letter 2

[f a DNA molecule acts as one unit of
a degree of freedom, as it should, the en-

tropy of a human body 1s about 12 orders
of magnitude smaller than that of a sys-

tem having free molecules in equilibrium

at the same temperature, since the mo-
lecular weight of a DNA molecule is ap-
proximately a trillion times that of, say, a

water molecule. That is, human cells are
better ordered by a huge factor (10*)




Phys. Today 2020 Letter 3

than is a system in thermodynamic
equilibrium.

That factor allows the human system
to work with a thermal efficiency much
higher than a supercomputer’s. In a
chess game between a person and a su-
percomputer, for example, the energy
efficiencies differ by about six orders o
magnitude. Ahuman brain weighs about
one-millionth of what a supercomputer
does; thus the efficiency per unit weight
of a human brain can be 1 trillion times
greater, in agreement with the amount o
negative entropy of the human cell system.

Since the molecular weight of huma
DNA is not much different from that i
other living cells, a similar argument ap-
plies to most living systems. Most other
animals do not play chess, but the amount
of information processed in their visual
and other sensory systems can be similar
in magnitude to the human brain’s pro-
cessing capacity. Furthermore, I would say
that life is a process of maintaining the
system’s huge negative entropy through
cell division (reconstruction of a cell) and
autophagy, while disease and death arise
in the gradual and sudden increase of in-
ternal entropy or loss of negative entropy.

1. See, for example, L. Brillouin, Science and
Information Theory, Academic Press (1962).

Akira Hasegawa
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Phys. Today2 0 2 1 &£ 8 HS®DLetter:

Rajan Menon's letter "Nobels neglect fluid dynamics® (Physics Today, January 2021, page 10)
correctly points out how the importance of physicists’ real-world contributions have been

undervalued In physics community.

Many physicists apparently have the misunderstanding that finding elementary forces
among particles solves the world’s problems. The reality is far from It.

Since Isaac Newton’'s time, it's been well known that the three-body system cannot be solved
analytically, and numerical approaches can lead to chaos. The real world consists of infinitely
many-body systems whose temporal evolution is intrinsically unsolvable. Even for the
simplest hydrodynamics systems, the Navier-Stokes equation, which is only an approximate
model, is not solvable. Plasmas are much more rich in their time evolution, and a Iarqe
number of fundamental discoveries In that area have not been properly appreciated in the
physics community. Some unexpected discoveries in nonlinear continuous media certainly
deserve higher valuation in terms of their real-world contributions; conspicuous examples
Include the applications of optical solitons in high-speed transcontinental communications
and the influence that self-organization of plasma turbulence has had on fusion confinement.
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